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Office of the Registrar
Mangalagangothri — 574 199
No.: MU/ACC/CR.28/SLB(Stat)/2012-13/A2 | Date: 22.04.2013
NOTIFICATION

Sub: Revised Syllabus of Statwtlcs, .- optional subject for B.Sc.
degree programme. '
Ref: Academic Council decision No.3:15 (2012) dated 22.12.2012.

The revised Syllabus of Statistics, optidnal suﬁject for B.Sc. degree
programme, which was approved by the Academic Council at its meeting held on

22.12.2012, is hereby notified for implementation Wit_h effect from the academic

year 2013-14. . -
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To:

1) The Principals of the Colleges concerned.

2) The Registrar (Evaluation), Mangalore University.

3) The Chairman, UG BOS in Statistics, Mangalore University.

4) The Superintendent (ACC), Ofo the Registrar, Mangalore Umvermt}
. 5) Guard File.
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Rcvnscd sy]{ﬂalbus for St:ntns!tncs opttmlm‘nll suubjcmt im ]B Sa.,
- Mangalore University |

PREAMBLE

The Cledlt based semester scheme introduced for under graduate courses of Mangalore
University in the year 2006-07. The board felt that a revision in the B.Sc. curriculum is
needed and time is appropriate now. It is felt that the syllabi should cover the core topics of
the subject in the first four semesters and provide the students with adequate knowledge of
the subject. In the fifth and sixth semesters along with the core topics, it is proposed to
introduce electives on diverse fields of applications of statistics in the meeting to be held in
. the next year.

We propose to mtroduce an elective paper on official statistics. The teachers teaching

statistics at the under graduate colleges feel that the same. scheme of instruction could be
maintained where as some changes in the pattern of questions could be considered for the
benefit of students. The following questlon paper pattern is proposed.

With regard to the practlcal exammatlon it was suggested to have the question paper
- pattern and the method of conducting the practical examinations same as the existing system.
(one mternal and one external examiner from the approved list of examiners of Statistics)

" There is nQ changc in the scheme and course pattern.
" Theory question paper pattern:

I. PatA o
Answerany tenofthefol]owmg L - 2x10= 20

(Threc questions from each umt Tota[ number of questlons to be asked is 12)

2 Part B
| Answer any.ﬁve‘queétions ofthe f-ollowin:g el : .'.5x'6'=30'7
(Two questtons from each unit. Total number of questlons 8)
3 Part c ‘ it
._Answ¢r aﬁy three ofthe folllowing ¥ i 10x3=3d

(Pé_rt C can have :;ub questions like a and b.)

Practical ‘qUG_stiOn papérs pattern:

One question should be asked from eauh of eXerclse Students shall answer any four
questlons carrymg equal marks. - - '



_Schéme of ]In'struction and Examination: B.Sc. Statistics Optional Sulbject

Duratio | Maximum | Number |
Sem - : Hrs. Of ura - of
_ Title of the Paper Instruction n of Marks 0
Ester - ASUUCHON | Exam | Theory +1A | Credits
ST 101 : Descriptive Statistics
80+20=100 2
and Probability Theory U8 0
1 ST 102 : Descriptive Statistics
and Probability theory — 03 03 40+10=50 1
Practical ‘
ST.ISI .: R&gr‘CSS.lOI'.I An-alysns 04 03 80420=100 2
and Discrete Distributions. ,
I ST 152 : Regression Analysis » :
and Discrete Distributions— | 03 . | =03 | 40+10=50 1
: Practical. ' |
ST 201: Continuous ‘ '
| +20= 2
: Probability Distributions 04, o 80, Al
i " ST 202: Continuous N < L o
Probability Distributions — 03 03 40+10=50 1
- Practical —
ST 251 : Sampling Theory 04 03 | 80+20=100 2
A ST 252: Sampling Theory - i ' " ~
' . 03 03 | 40+10=50 1
Practical : ' .
ST 301 : Statistical Ihfercnccl 03 03 | 80+20=100 2’
ST 302(a) : Statistical Quality 03 03 80420=100 5
\Y Control . , :
ST 303: Practical based on ST _ _
- - 04 03 80+20=100
301 and ST 302 . ' 2 7
| ST 351: Statistical Inference II 03 03 80+20=100 2
: ST'352(a) : Operations , _
- B . 03 03 80+20=100 :
VI Research . .
: i ST | T
| ST 353: Practical based on 04 03 80+20=100 o .
351 and ST 352 ' o W




B.Sc. DEGREE — FIRST SEMESTER -
ST 101 : Descriptive Statistics and Proba'bility'Th.eory
~ UNITI ’

Basic Statistics Concepts : Population and parameter , sample ,variable and
attribute. Statistical data. Primary and secondary data. Methods of collection of
primary data and sources of secondary data. Scales of measurement Nominal,

‘ordinal data, interval and ratio scales. ' | . (5hrs)

Classification and presentation of data : _Objecfives and types of classification ,

construction of frequency = :ontingenCy‘ tables. Histogram, frequency
polygon, frequency curve S, stem and leaves, box plot.

| ' | (hrs)
UNITII

Analysis of quantified data ( grouped and ungrouped) : Cdncept of central
tendency , measures of central tendency- AM.,GM ., H.M .,median ,mode and
.weighted means- partition values — derivation of formulae for locating median

- and mode.

Concept of dispersion — measures of dispersion _ range, quartile deviation,
mean deviation and standard deviation and their relative measures and
properties. Moments — relationship ‘between central. and raw rmomentr_ -
Skewness; Kurtosis and their measure. dipi - (12 hrs)
ety ¢ Random experiments ,sample space ( discrete and ermtinaUUS).
Simple events, compound events, types of ovonts, w~tetve TTEqUency approach.
- Axioms of probability, some examples and properties. Sample space having
_finite equally likely simple events. Addition theorem, conditional probability
and Independence. Multiplication theorem of probability. Bayes’ theorem and
~its applications. | R g e (12 hrs)

UNITIV. TRRERT

" Random variables: Random variables (discrete and continuous),its propértics.

" Probability mass function (p.m.f); probability density function (p.d.f)- their

properties. Distribution function-its properties bivariate p.m.fs,p.d.f’s ,
marginal and ponditional probability distributions for two random variables —

3



andom'variablcs — Rules of
ce and

f cxpectatlon varian
random variables,

" independence of random variables. Expectation of r

expectation, Addition and Multlphcatlon theorems O
bination of

covariance. Mean and variance of linear com for a

moment’s measures of location dispersion — skewness and kurtosis 4 its _

probability ' distribution. Expectatlon of functlons of r.v’s. M. GF (illeh v
| rs) .

: propertlcs c. g £, cumulants

" References: | |
1. J. Medhi : Statistical Methods — Anlntroductory Text, New Age
" International Pvt Ltd, Publishers, Bangalore (2006).

| - 2. RobertV Hogg and Elllot A Tanis: Probablhty and Statlstlcal Infercnce |
Prentice Hall (1993) |

| 3; Richard A Johnson : Mlller & Freund’s Probablhty and Stat1st1cs for
- Engineers, PHI Leammg Prlvate Limited, New Delhi (2011)
4. Shedon M Ross: A first course in Probablhty Macmillan Pubhshmg '
- Company (1984) - :
5. HoggR.V.and szug AT: Introductlon to Mathematlcal StatlStICS Mac
Milan, New York. : . : |

6. Mood AM,, Grayblll F A and Boes D C: Introductlon to the theory of
StatIStICS McGraw Hlll (1974) | L



-+ 9.

“10. Appllcatlon of add1t10n and multlphcatlon theorems of probabllmes{

~ B.Se. ]D]EG]RIE]D FIRST SEMESTER
ST 102 : Descriptive Statistics and Pr obability theory -][’racucal

Exercises on graphical representation of data.

~ Computation of measures of central tendency — 1: A.M, G M.,HL.M. and

weighted mean.
Computatxon of measures of central tendency — 2: Mcdmn Mode,

partition Values.

~ Computation of measutes of dispersion — 1 M.D.,Q.D. and their

coefficients.
Computatlon of measures of dlspersmn 2:S.D. andC V.

: Computatlon of moments measures of skeweness and kurt051s

Curve fitting — 1: F1tt1ng linear and quadratlc curves.

Curve ﬁttmg 2 F1tt1ng curves of the funct1onal form y—ab
y—aebx,y—ax -

Computatlon of probab111t1es usmg combmatonal methods

11. Application of Bayes’ theorem

- 12. Mean, vanance and moments of random varlables

**********¥**#*********$******



B.8c. DEGRIIE - G COND SEMESTER

ST 151 : Regression Analysis and Diserete Distributions.

UNIT1

Correlation Analysis : Concept of correlati
coefficient and properties. Rank correlat
expression for the case where thée are no ties.
squares, filting of lincar quadratic, exponential and

UNIT II

ar] Pearson’s
ation of the
thod of least
(12 hrs)

on — Scatter diagram -K
ion coefficient — deriv
Curve fitting - me
geometric curves.

Regression_Analysis : Simple lincar regression — concept of errors, fitting of
regression lines and properties, derivation of expression for standard error of |
estimate and it’s interpretation, testing the significance of regression coefficient.

Correlation between observed and theoretical value obtained from the linear .
regression estimates.

Multiple linear regression for three variates. Multiple and partial correlations.
Partial regression coefficients and Standards errors of estimates from the

multiple regression —properties. (12 hrs)

UNIT III

" Standard discrete distributions : Bernoulli, Binomial ,Poisson ,Negative
binomial, Geomelric and Hyper geometric distributions, discrete uniform
distribution — Definition , examples of variates following these distributions.
Mean and variance of these distributions. Mode of binomial JPoisson .Moment
Generating Function (M.G.F.) and Cumulant Generating Functions (C.G.F.),
M.G.F.(wherever they exist) and C.G.F. of Poisson distribution. (12 hrs)

UNIT IV

Some properties of discrete distributions : Lack of memory property of
Geometric distribution and its physical interpretation. Recurrence relation for
central moments of Binomial ,Poisson and Negative Binomial distribution.

Inter fclationship between these discrete distributions. Application of all these

distributions.Aditive property of Binomial and Poisson distributions . Limiting

distribution of Binomial , Negative binomial and hyper geometric distribution.
(12hrs)



; References

1 Richard A Johnson Miller & Freund s Probability and StatIStICS for
Engineers, PHI Learning Private Limited, New Delhi (201 1)

2. Vljay K Rohatgi & A.K.MD Ehsanes Saleh: An Introductlon to
* Probability & Statistics, Wiley India (2001)

3. Shedon M Ross: A first course in Probablhty Macmlllan Publishing
Company (1984)

4. Mood A.M,, Graybill F. A. and Bocs D.C.: Introductlon to the theory of
Statistics, McGraw Hill (1974)

5. D. WWackerly, L. Mendenhall R.L. Scheafres Mathematlcal Statistics
with Applications, Duxbury Advance Series. (2002).

6. R.V. Hegg and E.A. Tanls Probablllty and Statlstms Pearson Education
‘Asia (2001) | :



B.Sc. DEGREE  SECOND SEMESTER el
ST 152 : Correlation Analysis and Discrete Distributions - P ractical

1. Correlation — Spearman’s rank correlation coefficient and Karl
~Pearson’s product moment correlation coefficient.

2. Bivariate regression. ' L

. Trivariate regression. : . |

. Computation of muItiﬁ*’le ;partial correlation coefficients and remdual A
In a trivariate data. R |

. Exercises on discrete probability distributions,

- Fitting of Binomia] distribution.

. Fitting of Poisson distribution,
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B.Se¢. DEGREE — THIRD SEMESTER

| ST 201: Continuous Probability Distributions 2
Unit T |

Continuois Univariate Distributions: Uniform, Exponentlal Gamma, Beta.
Normal and Cauchy distributions — Definition through p- d.f. DIStrlbUtlonf
function of uniform, exponential and Cauchy distribution. Computation Od |
- moments (wherever they ewust) M.G. F and C.G.F. for cxponentral gamma an
Normal distributions. . (12'hrs)

Unit 1T | |
Finding mode of normal and Cauchy distributions: Findirlg median for uniform,

exponential, normal and Cauchy dlStl‘lbuthIlS o
Contmuous distribution function

Transformation of random varlables
n of transformatlons

techniques, M.G.F. techmques use of Jacobia

‘Concept of statlstlc samplmg dlstrlbutron of

Statistics and Order statlstles
statistic and its standard error. Order statistics — samplmg distribution of
' j Y - B (12 hrs.)

‘extreme order statistics.

Unit ITX |
Sampling distributions: Deﬁnltron and der1vat10n of Students t, Chl—square and

F dlStI‘lbUthIlS -- their propert1es mean and varlance Distribution of sample
2

"mean, sample variance under nonnahty assumptlon Dlstrlbutu)n of Z_ under
O'

the assumption of independence of X and s* when samplmg from normal
population. Inter relatlonshlp between the dlstrlbutrons Sl (12 hrs.)

Umt 1V

- Probability inequalities and convergence concepts: Morkov’s inequality,
Statement & proof of Tchebycheff’s inequality.  Sequence of random variables.
Convergence in probability -- basic results (without proof). WLLN for i.i.d
© r.v’s - applications. Convergence in drstrlbutron L1m1tmg distributions of
- Binomial, Negative binomial, Hyper geometric, ~ 4> & Student’s t -

.d
| 1str1but10ns Central limit theorem for iid 1and0m var1ables and its application

- (12 hrs.)



- References: '
1. Robert V Hogg and Elliot A Tanis: Probability and Statistical Inference,

Prentice Hall (1993)

2. Richard A Johnson : Miller & Freund’s Probabili
Engineers, PHI Learning Private Limited, New Delhi (2011)

ty and Statistics for

- 3. Vijay K Rohatgi & A K.MP Ehsanes Saleh: An Introduction to
Probability & Statistics, Wiley India (2001)
4. Shedon M Ross: A first course in Probablllty Macmillan Publxshmg
Company (1984) |
5. Mood A.M., Graybill F. A. and Boes D.C.: Introduction to the theory of
Staﬁstlcs McGraw Hill (1974) .

6. R.V. Hegg and E.A. Tanis: Probablhty and Stanstlcs Pearson Education
Asia (2001). I '
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. Generatmg random observatlons from exponenual di

B Sc. DEGREE THIRD SEMESTER

ST 202 Contlnuous Probablllty Dlstrlbutmns Pl‘aCthal

- Exercises on Normal distribution.

Fitting of Normal distributidn.
Generatmg random 0bservat1ons from normal distributioﬁ.
stributions. " g

Generatmg random observat10ns from Cauchy d1str1but10ns

Exermses on Pmsson dlStIlbutIOIlS as appr0x1mat1on to bmomlal '

Flttmg of exponenual d1str1but10n
Apphcatlon of Techebycheff’ S mequahty

Apphcatmn of C L T m computlng probab1ht1es

U ek kR ko



B.5¢ DXGRYY, - FOURTH SEMESTER

81251 : SAMPLING THEORY s

UNIT 1. |
Statistiééﬂ Investi

and demeritg, p
sample

gation ~ Complete enumeration v/s sample surveys — merits
robability sampling and judgement sampling.  Principles of
surveys, Principal steps,in sample survey, FErrors in sampling. Concepts

of parameters and estimators, Bias, mean fquare error, accuracy and precision
of estimators, | |

(6 hrs)
Selection of sample using random numbers, drawing samples from finite
populations  with and  withou replacement . Sampling from frequency
distributions and contingency tabjes, . (6 hrs)
UNIT 11
Simple random sampling with (SRSWR) and without replacement (SRSWOR)
- Unbiased estimators of mean , Variance and population total, Sampling

variances , standard errors and their estimation, comparison of SRSWR with
SRSWOR. ' ' | (12 hrs)

UNIT II1

Stratified random sampling, Need for stratification, Stratified sampling under
SRSWR and SRSWOR , Unbiased estimators of mean and total. Variances of
these estimators and their estimation. Allocation of sample size — proportionzl
and optimum allocation ( w.r.t. SRSWOR stratification only), Neyman’s
‘allocation, allocation with cost functions .. Comparison of SRSWOR znd
stratified sampling. Gain in efficiency due to stratification. (12 hrs)
UNITIV - .
Linear systematic sampling. Estimation of mean. Varianfse of the estimator of
mean in terms of S?w and intraclass correlation. Comparison of SRSWOR and
- systematic sampling. ‘ . i Sﬁi
~Sampling of attributes -.sampling for proportions, Estima IWP(5 e
proportion and its std. error, «



References:

1. Parimal Mukhopadhyay :Theory and Methods of Survey Sampling
Prentice Hall of India Pvt Ltd (1998)

2. V.G. Cochran : Sampling Techniques, Wiley Eastern Pvt Ltd (1974)

3. J. Medhi : Statistical Methods — An Introductory Text, New Age
International Pyt Ltd, Publishers, Bangalore (2006).

4. D.W.Wackerly, L. Mendenhall, R.L. Scheafres: Mathematlcal Statlstlcs
with Applications, Duxbury Advance Series. (2002).



ST 252; Sampling Theory - Practical

. Drawing random samples from frequency tables and contingency tables.

Fstimation of mean and variance,

. Drawing random samples from finite population — estl_matlon of mean ,

4
#

total and variance of the estimate.

. SRSWOR |

. Stratified sampling under SRSWOR

. Stra_tiﬁcd random éampling — proportional allocation and optimum |
allocation. | | | | | |
. Linear systematic sanipling.

. Exercise on sampling proportions



1B.5e. DI ,.lI{II' 06 IHIE 0N SSRGS AR
| ST 301 ¢ Stadistical Inference s
- Unit 1

Point * Estimation; Estimator and estimate, Unbias edness, asympytic
unbiasedness and consistency of cstimators, Sufficient condition for
consistency. Relative efficiency. Sufficiency. Statement of Fisher Neymzn
criterion and 1ts apphcaltons ‘

~ Maximum hkehhood and momcnt methods of cstnmat:on-propertm; of these
methods (without proof)- - (discussion of examples to be restricted to the
standard distributions studied during 2" and 3" semesters. ). (7 hrs.)

Interval estimation: Confidence coefficient, confidence interval using Pivotal
Quantity method. Confidence interval for mean, difference between means,
variance - and ratio of variances under normality. Large sample confidence
interval for proportion and d;fference between proportions. (3 hrs.)

| Urut II

Testing of Hvuotheses Statlsucal Hypotheses Null and altematwe Sunple
and composxte hypotheses -

~ Critical region. Concepts of type I and type I errors, level of significance and
. p-value, power of test. Power functmn POWEr Curve. Relatlonshlp between

~ testing of hypothesis and interval estlmatlon Most powerful - test, and best
critical region. Statement of Neyman and Pearson Lemma and its use.

Consistent tests (definition only). ' (10 hrs.)

Unit ITT

- Likelihood ratio tests(LRTL Derlvatlon of tests for normal dlstrlbutlon only
. with testing for mean ‘and variance - one sample and two sample tests -two

" sided and one sided alternatives, Paired t test. Test for significance of
~ correlation coefficient, properties of LRT(without proof).  (10hrs.)




- "‘U'nit v

Large Sample test and Ch1—square tests

Large Sample test: Large sample test for mean, dlfference between thol
- means, test for proportion , difference Between proportlons FlShCI‘S
transformatlon and its applications. |

_Chl square test 'of ‘goodness of fit and for ihdependence of attributes in
contingency tables. Derivation of Brandt-Snedecor formula. Chl-square test
for 2x2 contmgency table Yates correctlon for cont1nu1ty - (10 hrs.)

References:

1.: Vijay K Rohatgi & A K. MD Ehsanes Saleh An Introductlon to
Probability & Statlstlcs Wlley Indla (2001)

2. Hogg R.V. and Cralg AT: Introductlon to Mathematlcal Statlstlcs Mac
~ Milan, New York. ‘ '

.3 Mood AM. Grayblll F. A. and Boes D.C.: Introductlon to the theory of
Statistics, McGraw Hlll (1974) | - .

4. D.W.Wackerly, L. Mendenhall, R L. Scheafres: Mathematical Statistics
~ with Appllcatlons Duxbury Advance Series. (2002)

5. RV. Hegg and E. A Tanis: Probablhty and Statlstlcs Pearson Educatlon
| A31a (2001) SN ‘



B.S¢. DEGRIER- LT SEMIEST ]IER
ST-302(a) : Statistical Quality Congrol

Unit‘I
Tools and Techniques of TOM : Me

vgriables and attributes . causes of v
- Quality control - process  control

aning of quality , quality characteristics —
ariation —Assignable and Chance Causes .
' and product control. Control limits,
specification limits, Natural Tolerance limits, action limits, warning limits,

Probability limits. General theory of control charts. Criteria for lack of Control.
Selection of rational subgroups. - (10hrs.)

Unit II

Control chart for variables : X - r charts, X - s charts , o—charts - control limits
with and without standard values. Revised control charts. Construction and
working of these charts. Interpretation , process capability studies. Modified
control limits. g 0 '

“Control chart for attributes : Need for atiribute charts p, np, C and U charts,
analysis and interpretation. | (10 hrs.)

Unit 1T

- Special Type of Control Charts :- Moving aVerage and Moving range chart,
sloping control chart, Group control chart, Chart for individual observation.
' o | B v | - (10 hrs.)

Unit IV

Acceptance sampling_Plans: ~ Single sample plan by attributes, P.R, C.R,
AQL, LTPD. Derivation of AOQ , O.C. ATI functions and their graphs ,
AOQL and indiffence Quality. Construction of SSP. Given AQL, LTPD, P.R.
~ C.R. Minimum ATI .- Method-Double sampling plan. SSP by variables-

- single specification ¢ known and unknown plans. O.C. function. Construction
_ ofthese plans, - ) x (10 hrs.)

. References:

1. Grant E.L. : Statistical Quality Control, McGraw Hill

- 2. Duncan A.J.: Quality Control and Industrial Statistics, Ta.raporeWala
Sons | 5 | o

3. Montgomery D.C: Intfod_uction to Statis'ticaIQuality Control, Wiley

- 17



B.Sc. DEGREIE- SIXTH SIEMIES TG
ST 351 : Statistical Inferemce I

Unit I

Sequential testing : Need for sequential test. Wald’s sequential probability
ratio test(SPRT) Strength of sequential “tests. Wald’s SPRT" applied (o
Bernoulli, Poisson and Normal distributions. Expressions to congtants to be

given without proof. 4 (4 hrs.)

Non parémetric tests: Advahtages and limitations. Sign test for one sample
problem and for pairs of observations. Two sample median test, Run test for
‘randomness. Two sample run test. Null distribution of test statistic to be
derived in each case. Large sample approximation to these tests. (6 hrs.)

Unit II

Analysis of variance : Meaning , basic assumptions, fixed effect model.
Analysis of  one way, two way and three way classified data with one
observation per cell — mathematical model. Least square estimates, splitting of
total sum of squares, expectation of sums of squares and mean sums of
squares (under appropnate hypotheses) and ANOVA table. - (10 hrs.)

Unit IH

Designs of experiments Meanmg and terminology — expenment treatment,
experimental unit, experimental error and precision .  Principles of
experimental design. Randomlsatlon Rephcatlon Local control

CRD, RBD and LSD : Layout model sphttmg of Varlous sums -of squares.
least square estimates of effects, ANOVA tables, comparison of any two
treatment means. Advantages and limitations of each des1gn , (10 hrs.)

Unit IV

~ _Missing plot technique : Estimation of one or two missing observations in
- RBD and LSD (Ieast square estimates). - ANOVA in case of missing
observations. \ ' (4 hrs.)

Factorial 'expefiments-:' Meaning and advantages. 22 and 23 factorial
experiments in RBD and LSD, main and interaction effects. Yates’ method of
-computing factorial effect totals., ANOVA table and inferences. Contrasts

and orthogonal contrasts. -~ (6hs. )

18



References:

1.

Richard A Johnson : Miller & Freund’s Probability and Statistics for
Engineers, PHI Learning Private Limited, New Delhi '(201 1)

. Vijay K Rohatgi & A.K.MD Ehsanes Saleh: An Introduction to

- Probability & Statistics, Wiley India (2001)

. Mood A.M., Graybill F. A. and Boes D.C.: Introductlon to the theory of

Statistics, McGraw Hill (1974).

. M N Das and N C Giri: Dcsign and Analysis of Experiments, New Age

International Publishers, Bangalorc

. Douglas Montgomery: Design and Analysis of Experlmcnts Wiley Indla

(2004).

. Vijay K Rohatgi & A.K.MD Ehsanes Saleh An Introduct1on to -

Probability & Statistics, Wiley India (2001).

. Gary W. Oehlert A First Course in Demgn and Analy31s of Expenments

(Avaxlable on Web).
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B.Se. DEGREE- SIXTH SEMESTER |
ST 352(a) : Operations Research |

Unit T
Operations Research (OR) : Origin, deﬁni‘tion, phases of OR- types of models.

Linear Programming Problem (LPP): General model, assumptions,
formulation , graphical solution, Matrix form and standard form of LPP.
Simplex algorithm (without proof), Charne’s big M method — indication of
unique solution, multiple solution, unbounded solution, no solution and
degeneracy- dual LPP and its properties. Dual  simplex method-  Dual
Simplex Algorithm. | | (10 hrs.)

~ Unit II

- Transportation Problem (T.P.): General description and Statement of T.P.
Balanced and unbalanced T.P. — initial solution by north west corner rule ,
matrix minima and Vogel’s method, MODI method of optimization (without
proof), degeneracy. Unbalanc’ed transportation problems and its solution.

(10 hrs.)

Unit I _
Assignment Problem : General description and Statement of assignment
problem , Hungarian method, maximization and minimization problems.

Game theory: Nature of games , Two person zero sum’ games — Pay off Matrix
— Pure and mixed strategies- Showing A’s Problem as the Dual of the B’s
problem — Principles of Dominance — Algebraic solution of rectangular games
(Zero sum) — solution of 2 x 2 games — Graphic solution of 2 x n and m x 2
games. Reducing the game problem to an LPP. (10 hrs.)

Unit TV

Inventory Theory : Basic concepts, costs involved in inventory problems,
- deterministic models with instantaneous / finite production with / without
shortages (derivations for continuous case) , Models with one / two price
breaks, stochastic model -single period problem. Newspaper boy problem.

(10 hrs.)

- 20



" References:

1. Hamdy A Taha: Operations Research —An Introduction Printice Hall of
India (2003)

2. M Sasieni, A. Yaspan, L. Friedman: Operations Research Methods and
~ Problems, John Wiely (1959)

3. S.D. Sharma : Introductions to Operations Research, Kedar Nath Ram
Nath & Co.(1999). | |

| 4 Kanthi Swarup, P.K. Gupta, Manmohan, Operations Reéeafch, Sultan
Chand and Sons. |
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